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Preface

It is our great pleasure to welcome you to the Eighth IAPR International Workshop on Graphics Recognition
(GREC’2009), held in La Rochelle, France in July 22-23, 2009, just before the 9th International Conference on Docu-
ment Analysis and Recognition (ICDAR), held in Barcelona, Spain. This workshop is the main event of the IAPR TC-10
(the Technical Committee on Graphics Recognition within the International Association for Pattern Recognition).

The previous workshops in the series are GREC’95 in Penn State University, USA (LNCS Volume 1072, Springer Ver-
lag, 1996); GREC’97 in Nancy, France (LNCS Volume 1389, Springer Verlag, 1998); GREC’99 in Jaipur, India (LNCS
Volume 1941, Springer Verlag, 2000); GREC’01 in Kingston, Canada (LNCS Volume 2390, Springer Verlag, 2002);
GREC’03 in Barcelona, Spain (LNCS Volume 3088, Springer Verlag, 2004); GREC’05 in Hong Kong, China (LNCS
Volume 3926, Springer Verlag, 2006) ; and GREC’07 in Curitiba, Brasil (LNCS Volume 5046, Springer Verlag, 2008).
The workshop is organized in a single-track 2-day program which comprises several sessions dedicated to specific topics.
For each session, there is an overview talk, followed by a number of short presentations. Each session is concluded by a
panel discussion.

Since the final panel discussion of GREC’05 which was held in Hong Kong, we aim to restore the original GREC
model, a true workshop with interaction rather than a mini-conference. With this purpose, only extended abstracts are
published in this book to give the opportunity to present works in any maturity stage. Electronic proceedings with full
papers are available to registrants allowing “electronic” discussions previously to the workshop. Authors will give short
presentations, leaving time to panel discussions. Finally, the role of chairpersons is of key importance in this format.
Session chairs are asked not just to introduce speakers, but to read papers before his/her session, and to prepare a survey
presentation on the topic and a list of questions to foster active discussions, and encouraging participation. Participants
will have the opportunity to socialize, during the workshop (22 July) by using typical activities of the nice city of La
Rochelle.

The scientific program consists of 42 scientific presentations and two contests. It contains both classical and emerging
topics of Graphics Recognition. Session topics include vectorization; symbol and shape segmentation, description and
recognition; hstorical document analysis and information retrieval, indexing and spotting; sketching interfaces, on-line
processing and performance evaluation, feature and primitive analysis and segmentation; and performance evaluation and
ground truthing. Continuing with the tradition of past GREC workshops, the program of GREC’2009 includes graphics
recognition contests. In particular, two contests will be held: an arc segmentation contest, organized by Hasan S. M.
Al-Khaffaf and Abdullah Zawawi Talib, and a symbol recognition contest, organized by Philippe Dosch, Ernest Valveny
and Mathieu Delalandre.

We want to thank all paper authors and session chairs. Their contribution shows that Graphics Recognition is a
dynamic, active, and promising scientific community. Special thanks go to the following people: Philippe Dosch, Ernest
Valveny, Mathieu Delalandre, Hasan S. M. Al-Khaffaf and Abdullah Zawawi Talib, for the organization of contests, and
the local organizers: Karell Bertet, Jean-Christophe Burie, Mickaël Coustaty, Sloven Dubois, Patrick Franco, Thomas
Martin, Romain Raveaux, Muriel Visani, Nathalie Girard and Virginie Arene for their great work in managing all logistic
local arrangements.

We hope you all enjoy the workshop and your stay in La Rochelle.

July 2009 Jean-Marc Ogier
Liu Wenyin

Josep Lladós
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Benchmarks for Computer-based Segmentation of Sketches 

P. Company, P.A.C. Varley, A. Piquer, M. Vergara and J. Sánchez-Rubio 

Department of Mechanical Engineering and Construction, Universitat Jaume I, Castellon, Spain 
E-mail: pcompany,varley,pvicent,vergara,al013546@uji.es 

Abstract 
In this paper, we study the segmentation of sketched engineering drawings into a set of straight and curved 

segments. Our immediate objective is to produce a benchmarking method for segmentation algorithms. The 
criterion is that when evaluating a segmentation algorithm, we wish to minimise the differences between what 
the algorithm detects and what human beings perceive. 

We have created a set of sketched drawings and have asked people to segment them. By analysis of the 
produced segmentations, we have obtained the number and locations of the segmentation points which people 
perceive. Besides, some evidences collected during our experiments support useful hypothesis, like that not all 
kinds of segmentation points are equally difficult to perceive. 

The resulting methodology can be repeated with other drawings to obtain a set of sketches and segmentation 
data which could be used as a benchmark for segmentation algorithms, to evaluate their capability to emulate 
human perception of sketches. 

 
Keywords: Sketch recognition. Low level ink processing and pen stroke segmentation. 

1 Presentation 

Our interest is computer-based recognition of sketched engineering drawings, such as would allow 
automated conversion of engineering sketches into CAD representations. Segmentation of the drawing is a 
critical stage, and one which has received much attention over the years. Some important aspects of 
segmentation still remain unsolved, perhaps because (as [1] shows), segmentation is not, in fact, a single 
problem, but a set of similar problems. In this paper, we consider one such unsolved aspect: the 
benchmarking of computer-based segmentation of sketches. 

When evaluating new segmentation approaches, one common strategy is simply comparing the number of 
segmentation points obtained by the new approach with the number of segmentation points which the 
“theoretical” shape possesses (by “theoretical” we mean the ideal primitives obtained from a line drawing by 
applying a well-defined set of topological and geometrical constraints). This strategy assumes that the new 
approach should detect those properties which the theoretical shape should possess, regardless of whether or 
not the actual drawing used as input really does possess them. 

In reality, we cannot assume that a sketched line drawing on paper will always contain exactly the same 
number and type of segments as the “perfect” line drawing which existed only in the mind’s eye of the 
drawing’s creator. The total number of segments may vary, both because of imperfections in the sketch itself 
and because of differences between geometrical and perceptual interpretation of sketches (such as the well-
known perceptual illusions described by Hoffmann [2] or Palmer [3]). The types of perceived segments may 
also vary: for example, a sketched arc of large radius may be perceived as a straight line. 

Another common strategic deficiency is not paying attention to the locations of the segmentation points. 
As a result, a new approach may be considered good simply because it finds the ideal number of 
segmentation points, even though their actual locations are far from ideal (see, for example, [4]). 

If we are to evaluate a sketch recognition algorithm realistically, we should compare the differences 
between what the algorithm detects and what human beings perceive when parsing the same sketch. The 
comparison should consider not merely “how many?” but also “how close?”. We must also bear in mind that 
perhaps not all segmentation points are equally difficult to find. In such case, recognising many "easy" 
segmentation points should not be considered as a measure of success. 
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To this end, we have performed experiments aimed at discovering: which segmentation points people 
perceive; where the segmentation points are located; and what geometrical flexibility in the locations of 
segmentation points can be tolerated. 

The paper is organised as follows. We first explain our motivation and hypothesis. Then we describe in 
detail the design of the experiment so that the procedure we have developed may be used by other 
researchers to obtain segmentations of different sketches. In the subsequent section, we analyse our results 
and how they validate, modify or refute our hypothesis. The paper finishes with lessons learned and main 
conclusions. 

2 Motivation 

Most sketch-based modelling approaches need line drawings as input for the model reconstruction stage. 
Freehand sketches must be converted into “tidy” line drawings [5]. The two main problems of this process 
are segmentation and overtracing. Overtracing is the use of multiple strokes to represent a single line. 
Readers interested in this topic can find a recent contribution by Ku et al. [6]. Segmentation is the process of 
dividing a complex stroke into its geometrical primitives. Segmentation of sketches is an open problem in the 
process of sketch recognition. One recent contribution can be found in [4]. 

We can note, in passing, that even segmentation of line drawings remains an unsolved problem. For 
example, arc segmentation is a classical process related to vectorisation and line drawing interpretation. 
Starting in 2001, the GREC workshops have included contests focused on arc segmentation. Those contests 
test the abilities of participating algorithms to detect arcs from raster images. 

Segmentation of freehand sketches presents further difficulties due to the inherent imperfections of such 
sketches. For example, it is often difficult to determine whether small variations from perfect geometry in the 
sketch are intentional, and should be detected during segmentation, or are simply the accidental consequence 
of hasty drawing. 

Most of the approaches described in the literature ([5], [7], [8], [9], ...) attempt to solve this problem by 
requiring the user to provide additional information. However, humans are able to segment sketches without 
requiring such extra information. It is reasonable to foresee, and prepare for, the day when advances in 
cognitive science result in automated approaches which come close to matching human performance. When 
they do, we shall require benchmarking criteria to evaluate such approaches. 

2.1 Hypothesis 

Our initial hypothesis was that four different aspects affect the segmentation process done by humans: 

• Input quality. We hypothesise that sketches can be roughly graded as good, average or bad. Given 
good sketches, everybody will find the same segmentations (with, perhaps, meaningless differences). 
Given bad drawings, humans will not reach a consensus on how to interpret them. Thus neither good 
drawings nor bad drawings are appropriate for benchmarking. Only in average drawings will there 
be some obvious segmentation points upon which everyone will agree, but other segmentation points 
upon which opinions diverge. 

• Other lines. We hypothesise that some auxiliary lines (e.g. axes and dimensions) will help people to 
find the best segmentation, while others (e.g. grids) will disturb them. Perhaps, some lines will be 
neutral (e.g. hatching?). 

• Noise. We hypothesise that noise (including auxiliary lines) will disturb people much less than it 
currently disturbs computer segmentation algorithms. 

• 2D versus 3D. We hypothesise that two dimensional drawings are easier to segment, as segmentation 
is not mixed with other problems. People perceive the image as “flat” and try to find its segmentation 
points without first trying to create a mind’s eye model of the object portrayed in the image. On the 
other hand, both multi-view and axonometric images encourage people to create mental three-
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dimensional models [Hof98]. The segmentations they produce, after perceiving the 3D shape 
associated with the image, may never contradict their mind’s eye model. 

Another aspect of this problem is whether we should use natural or wireframe drawings. From the strict 
point of view of segmentation, this should make no difference, but if we assume that perception of 3D and 
perception of segmentation affect one another, then we should test the two modes separately. Ideally, we 
should produce test drawings in both styles. 

However, in fixing the limits of our current research, we decided that this initial investigation will 
consider neither wireframe drawings nor drawings containing representations of “scenes” (assemblies of 
several parts designed to function together). We limit our study to natural drawings depicting single parts. 

3 Design of the experiment 

Since our experiments are aimed at finding how humans segment sketched drawings, the core of our 
experiment is of necessity (a) to produce a set of drawings and (b) to ask people to segment them. 

In order to investigate our hypothesis given above, we distinguish three types of drawings: 

• Single orthographic views. These are not used as input in any existing sketch-based modelling 
application, but they nevertheless constitute a segmentation problem. They have the advantage of 
simplicity, and are useful for detecting very bad segmentation strategies and/ or approaches. 

• Multiple orthographic views. This is the input format used in some existing SBIM systems. For 
example, we can hypothesise that segmentation strategies which combine the views and analyse the 
resulting 3D shape will be more successful than those which simply scrutinise the separate views. 

• Axonometric or perspective views. This is the input format used in most existing SBIM systems and 
includes several segmentations point types which can not be found in single orthographic views. 

Consequently, three different experiments are required. Each experiment consists of three main stages: (a) 
production of sketches, (b) segmentation and (c) measurement. 

3.1 Production of sketches 

As discussed above, we require sketches which meet the following criteria: 

• the sketch must not be too simple (if segmentation is easy, any reasonable approach will process it 
correctly, and the benchmark is meaningless) 

• the sketch must not be too complex (if the majority of humans cannot agree on an interpretation, 
there is no “human performance” to be duplicated) 

• the sketch must not be perfect (we are interested in the human ability to interpret freehand sketches, 
not in the application of simple geometrical rules) 

• the sketch must not be too imperfect (we must be able to reach a consensus as to whether an 
imperfection is deliberate or accidental) 

• the sketches must, as a set, contain examples of all of the common cases where curves meet planar 
faces (see, for example chapter 7 of Cooper’s book [10]) 

• the sketches must be representative of real engineering drawings (to avoid the problem of “gaming 
the system”, where an approach obtains high benchmark scores but does not perform well with a 
larger set of real drawings) 

The production process was divided into two steps: (a) choosing the suitable drawings; and (b) obtaining 
versions of different quality. 
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To choose suitable drawings, we first reviewed figures from the literature and created our own large 
initial set of figures. By circulating them to all of the members of the research team for comment we 
obtained a reduced but diverse set (note that although this step is subjective, it does not greatly affect the 
reproducibility of the procedure, as we found in practice that there was general consensus over which figures 
would be most useful for our purposes). After some iterations of this step, we finally reduced the test set to 
the standard CAD drawings shown in figure 1. 

 

 

 

 

 

Figure 1: Line drawings resulting from tentative sketches: single orthographic views (left), multiple 
orthographic views (middle), and axonometric views (right). 

To obtain versions of different quality, we asked other people from the research team to draw sketches 
reproducing the CAD drawings obtained in the previous step (figure 1). All the sketches were drawn in 
standard sheets marked with a 15 x 15 cm square frame, in order to encourage the sketchers to draw sketches 
with similar sizes and proportions. The same frame was later useful as a reference system to measure the 
location of segmentation points. 

The members of the research team evaluated the quality of the sketches and scored them from bad to 
good. The sketches corresponding to the "clip" model are shown in figure 2. 

      

Figure 2: Bad (left) to good (right) sketched versions of the "clip". 

From the resulting set of drawings, we selected those we needed for the three experiments. 
In order to evaluate the effects of input quality, we analysed the perception of segmentation in different 

versions of the same drawing. For this purpose, we chose a bad, an average and a good version of the two 
sketches of single orthographic views, “chain plate” and “pipe flange”, as shown in figure 3. Each volunteer 
segmenter was given only one of the three chain plate sketches and only one of the three pipe flange 
sketches. 

   

   

Figure 3: Poor (left) to good (right) quality sketches. 
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For comparison purposes, the segmenters were also asked to segment line drawings of both the chain 
plate and the pipe flange. The line drawings were given to the segmenters only after they had finished 
segmenting the sketches, to avoid those images influencing their perception of the sketches. 

In order to evaluate the influence of other lines, we compared the differences in perception of a drawing 
containing only edges, and the same drawing containing auxiliary lines (axis, hatching, dimensions, etc). For 
this test, we chose an average quality sketch of multiple orthographic views, and deleted auxiliary lines to 
obtain a "clean" version (figure 4). Half of the segmenters were asked to segment the original sketch, while 
the other half were asked to segment the "clean" version. 

 

Figure 4: Original (left) and "cleaned" version (right) of the multiple orthographic views sketch. 

In order to evaluate understanding of axonometric views, average quality versions of the two selected 
drawings were given to the segmenters (figure 5). 

 
 

Figure 5: Average sketches of axonometric drawings. 

3.2 Segmentation 

During the segmentation of the final set of sketches, each segmenter was asked to segment a small subset 
of the full set of sketches, in order to avoid wearying the subject. The figures assigned to each particular 
subject were chosen randomly, to avoid subjective grouping of similar or dissimilar figures. 

In the first experiment, we asked the segmenters to segment the sketches by marking the exact position of 
each segmentation points and indicating the type of each resulting segment (they were told in advance that 
only two types of segments were used: straight lines and circumference arcs). We also asked the segmenters 
to specify those cases where segments were tangential at the segmentation point. To illustrate what they were 
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asked to do, an example was given together with a short textual explanation. Figure 6 left contains the 
English translation of the original Spanish text. 

We modified the explanatory test for the second and third experiment to simplify it, as we discovered that 
the term "arc" used in the explanation of experiment 1 was misinterpreted by many people as excluding 
“circle”. Many people segmented the full circles into two or even four arcs, not because they perceived any 
discontinuity in the lines, but because they thought that arcs were required. 

We also found that many people misunderstood the instructions aimed at asking them to identify the type 
of each resulting segment (straight or curved). Finally, some people (mainly those without technical 
background) did not understand the concept of "tangency", so were unable to identify those segmentation 
points where a tangency condition appeared. As a result, that the experiments took longer than expected, and 
some of the information produced was unusable. 

 
The drawing inside the lower square 
is made by straight segments and 
circumference arcs 

(as much as the model in the right 
side) 

    

The drawing located into 
the lower square is a hand 
drawn representation of a 
real part. 

The part has been 
represented by way of 
straight lines and curves. 

Mark the ending points of 
the straight lines and arcs 
in the drawing located into 
the lower square. 

Put a crossed line, like 
those in the model of the 
right side. 

If more than a solution 
exists, choose the 
simplest one. 

 

 

Mark the straight lines with a symbol 
 

and the circumference arcs by way of 

the symbol  

Mark the ends of segments and arcs, 
by way of a crossed line 

Try to mark the exact position of the 
connexion! 

Mark the tangent  connexions with a  
“T” 

¡Mark only when you are sure!  

Figure 6: Instructions to answer the tests. 

In the second and third experiments, the new instructions (figure 6 centre and right) reduced these 
problems but did not fully avoided them, as some people still asked why the model in the right side of figure 
6 included the two upper segmentation points. They were told that these segmentation points marked the end 
of the straight vertical lines, not any segmentation of the "circle". We noted, in passing, that almost 
everybody perceived the closed curve as a circle (i.e. the feature of the 3D object), instead of the ellipse 
actually present in the 2D sketch. 

N.B. one segmentation point is missing in the example included to illustrate the third test (figure 6 right). 
This does not seem to have affected the results in any way. 

3.3 Measurements 

For the first experiment, segmenters were chosen from different profiles: from 11 to 69 years old, males 
and females, and a variety of technical drawing knowledge acquired in different formal education levels, 
ranging from primary school to university professors. 

The information contained in the tests was collated in spreadsheet files. The information recorded was: 
identification of the subject (sex and age), level of technical drawing knowledge, number of segmentation 
points marked, and (x,y) coordinate pairs of each segmentation point. 

The process we followed to obtain the coordinates was: a) scan the image as a bitmap; b) import the 
image into a CAD application and align its origin and the horizontal axis with those of the coordinates of the 
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CAD application; c) mark the locations of the segmentation points and save their coordinates in layers 
corresponding to each segmentation point. 

Before storing the coordinates, we first had to decide which segmentation points they belonged to. To do 
this, we first analysed all the answers and produced templates containing the different segmentation points, 
using frequency and position as our two criteria. The most frequently used segmentation points were 
numbered first. Points distant by more than a threshold from those previously marked were considered 
distinct. After analysing the results, some segmentation points were merged (for example, in figure 7, points 
A33 and A8 were merged when we noted that nobody had marked both). 

A very small number of answers that we all agreed showed that the segmenter had misunderstood the 
experiment were compiled but not processed. 

 

Figure 7: Template indicating the approximate locations of the different segmentation points introduced by 
different subjects. 

4 Analysis 

Qualitative results for the chain plate of the experiment 1 are shown in figure 9, where every 
segmentation point of the chain plate marked by any of the segmenters has been superimposed. Analysing 
the results of the experiment 1, we can conclude that our first hypothesis is valid, as quality of sketches has 
clearly influenced the perception of segmentation points. 

  

  

Figure 8: Superimpositon of every segmentation point marked by any segmenter. 
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However, our results suggest that the grading (poor, average or good) which we gave to the three selected 
sketches does not always fit with the dispersion in the segmentation points found by the segmenters. The 
chain plate sketch considered as average (upper right in figure 8) was marked with more erroneous 
segmentation points that the sketch graded as poor (lower left). We conclude that some of the grading 
criteria we followed were wrong. For example, we assumed that overtracing makes a sketch more difficult to 
perceive, but this seems not to be so. On the other hand, greater the topology and geometry distortions appear 
to be distracting for the segmenters (and the greater the distortion, the more distracting they appear to be). 
More studies are needed to determine a method of grading the quality of sketches aimed particularly at the 
segmentation process. 

We can note in passing that the exact line drawing (Figure 8, upper left) also led to in some erroneous 
segmentation points. This result appears to contradict our hypothesis that in good drawings everyone should 
perceive the same segmentation points. However, most of these erroneous points come from the 
misunderstanding already noted: some segmenters said that they had thought that full circles were not arcs, 
and should thus be segmented, and decided to break the circles into two halves or four quadrants. It is 
interesting to note that, having segmented full circles, some of them propagated their segmentation points to 
the surrounding concentric external arcs, perhaps because these too encompassed more than 180°. 

The same results can be confirmed through qualitative analysis of pipe flange segmentation as shown in 
figure 9. 

  

 

Figure 9: Superimpositon of every segmentation point for the pipe flange drawing. 

As can be seen in figure 10, the second experiment clearly validates one aspect of our second and third 
hypotheses: no significant differences can be found between segmentations with and without auxiliary lines. 
Only a few segmenters marked some intersections between edges and dimensions (e.g. the upper arrow of 
the diameter 45 dimension in the left side). However, one main question which remains unanswered is 
whether or not the prior perception of the 3D shape depicted in the drawing is important when uncoupling 
edges from the remaining lines. Another factor which could have contributed to the result is previous 
knowledge of the meaning of those symbols—all of the segmenters for this experiment had some exposure to 
technical drawing (this was considered a requisite, since we believe that interpreting multiple orthogonal 
views is a non-natural ability acquired through training and practice). Finally, more experiments should be 
required to determine the exact impact of noise in the segmentation process. 
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Figure 10: Superimpositon of every segmentation point for the second experiment. 

The results of our third experiment, shown in figure 11, cannot be used to validate our fourth hypothesis. 
It certainly seems that segmentation points are as dispersed (and possibly more dispersed) in the flat 
drawings of the first experiment as in the 3D shapes depicted in the second and third experiments. This 
would be what we would expect. 

However, there are methodological problems with the third experiment which could “pollute” our results. 
Firstly, the instructions explicitly asked the segmenters to perceive a three dimensional shape for the second 
and third experiment. Secondly, while many of the segmenters in the first experiment had no technological 
background, all of the segmenters in the second and third experiments had had previous exposure to 
technical drawings. Although we do not believe that training or practice is anywhere near so important when 
interpreting axonometric drawings as when interpreting multi-view drawings, time constraints meant that the 
segmenters performed the third experiment as performed the second experiment. 

Thus, although we believe that, left to themselves, people would first perceive the 3D shape and then 
produce a segmentation influenced by this perception, we cannot as yet claim any experimental evidence to 
validate this belief. 

      

Figure 11: Superimpositon of all segmentation points for the third experiment. 

111



 

 

We can, however, confirm one result which was partially observed in the previous experiments. 
Segmentation points located on those junctions where two or more straight segments meet are perceived by 
almost all segmenters, and the location of those points is very precise (dispersion is very low). Segmentation 
points located on junctions where more than two lines meet are also readily perceived, irrespective of 
whether the lines are straight segments or arcs. We regard this result as conclusive—no further studies are 
required about segmentation points located on junctions where three or more lines meet, or two straight lines 
meet. 

Segmentation points located at tangential junctions of two arcs or one straight segment and one arc seem 
to be more difficult to perceive, as a significant part of the segmenters failed to mark them. The dispersion in 
the location of those points is high. 

We have calculated the average positions of all the segmentation points (figure 12 left), and the average 
position of those points that are perceived by most than 50% of the interviewed subjects (figure 12 right). 
These images are indicative of the results we will obtain after processing a full set of sketches to be used as 
benchmarks for segmentation algorithms. It is worth noting the absence of points A1, A20, A18, A19, A22 
and A23 in the results of the clip perceived by more than 50% of the segmenters. There remains further work 
to be done: the statistical validity of our results has not been fully checked, and the tolerable confidence 
intervals of those segmentation points whose dispersion is significant remains to be determined. 

5 Lessons learned 

We have discovered small distortions in size and orientation in both the paper sheets that we gave to the 
interviewed subjects and the electronic copies that we used to process the data after scanning the paper 
sheets. Although they have had no influence in the current qualitative analysis of results, this problem should 
be resolved before proceeding to a fine measurement of average location and tolerable deviations for those 
segmentation points where significant dispersion appears. 

Although we detected some misunderstanding of the task due to ambiguities in the explanatory text of the 
first experiment and tried to correct them in the explanatory texts of the subsequent experiments, some 
misunderstandings nevertheless occurred. We have to detect the origin of the misunderstandings and produce 
a clearer set of instructions in order to ensure that future segmenters understand clearly the task they are 
supposed to do. 

For example, some segmenters included an excessive number of segmentation points. Although their 
answers are not statistically significant, one of their repeated comments is valuable. When they were asked 
why they had done so, their replies were as follows: I perceive what you intend to represent in the drawing, 
but, as you have asked me to segment what I can see, I have had to mark what I know that are actual 
imperfections due to mistakes in the sketching process, or even due to the printing process (i.e. serrations). 

The comment raises the important distinction between what can be seen but should be ignored, and what 
is really important because it corresponds to the perceived purpose or message of the image. Obviously, 
humans are able to perceive the latter, and it is this complex ability which should be emulated by computer 
applications. 

The procedure we followed for measuring the coordinates of the segmentation points is tedious and 
should be automated. Even more importantly, measuring Cartesian coordinates with reference to an external 
origin is not an ideal strategy. Firstly, they are statistically awkward to process. Secondly, (x,y) coordinates 
are particularly bad choice as they are paper-relative, not drawing-relative. If the results are scanned 
obliquely or at an offset, the (x,y) coordinates of the drawing itself change. What is needed is a single-
parameter parameterisation of locations where a hand-drawn annotation intersects a pre-existing hand-drawn 
sketch. 

The main requirement of the single-parameter parameterisation is that it must be object-relative: the 
coordinates must be relative to fixed features of the object. In future, we intend to fit the sketches to 
parametric curves (for example, by applying some variant of the approach described in [PG09]), and use 
natural coordinates for coordinates and statistical values. 
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Figure 12: Average locations of all segmentation points (left) and those perceived by more than 50% of the 
segmenters (right). 
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6 Conclusion 

We have defined and evaluated a procedure for obtaining a set of benchmark sketches that will be useful 
for evaluating the quality of segmentation approaches, with regard to their capability to emulate human 
perception of sketches. 

The procedure includes criteria for selecting the drawings, and an approach for extracting and analysing 
the information. 

In spite of its apparent simplicity, even examples like the clip have proved to be challenging, as they 
contain many segmentation points whose locations are difficult to fix. This indicates that the procedure 
followed when choosing the benchmarking drawings was appropriate. The evidence collected during our 
experiments supports the hypothesis that not all kinds of segmentation points are equally difficult to 
perceive. As a consequence, we should ensure that the final set of benchmarking sketches will contain a 
balanced set of different kinds of segmentation points, as it is important to consider levels of difficulty of 
segmentation points rather than merely their number. 

Our work is still in progress. The procedure should be refined to avoid the inconveniences described in 
Section 5. The procedure should also include criteria for selecting the population from which our segmenters 
are chosen. An in-deep statistical analysis is still due to detect differences in the profiles of segmenters, to 
determine clusters of segmentation points, and so on. Finally, a large set of drawings should be processed to 
obtain a benchmarking set with segmentation points statistically validated as being those which people 
perceive. 
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